Liquid-Phase Activity Coefficients for Saturated HF/H₂O Mixtures with Vapor-Phase Nonidealities Described by Molecular Simulation
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Isothermal–isobaric Monte Carlo molecular simulations are performed to estimate the vapor-phase fugacity coefficients of hydrogen fluoride and water in their mixtures, covering the full range of composition at experimentally known saturation temperatures and 1 atm pressure. These results are combined with three sets of established experimental data for vapor–liquid coexistence in this system to compute corresponding liquid-phase activity coefficients for each. Application of an integral thermodynamic consistency test shows that the new values of the activity coefficients are greatly improved over previously reported values, which had been computed using an ideal-gas treatment for the vapor phase. The consistency test also gives reason to prefer the data of Munter et al. [Ind. Eng. Chem. 1947, 39, 427] and Vieweg [Chem. Tech. (Berlin) 1963, 15 (12), 734] in relation to results reported more recently by Miki et al. [J. Electrochem. Soc. 1990, 137 (3), 787], but any such conclusions should be taken only with due consideration to the approximations inherent in the analysis.

Introduction

Mixtures of hydrogen fluoride (HF) and water (H₂O) play an important role in many industrial processes.¹ Much of the practical value of the HF/H₂O solution arises from its aggressive behavior. Thus, the vapor mixture is used for etching in the processing of semiconductors, and the solution is used in pickling of steel. In other instances, the mixture results unintentionally, as a byproduct or through contamination, and it is desired to purify the mixture, perhaps via a dehydration process for maintaining anhydrous HF. For these and other applications, it is helpful to have a comprehensive understanding of the thermodynamics of HF/H₂O mixtures. However, the unusual and difficult nature of this system hinders the development of such a characterization. Its corrosive and hazardous behavior makes even the measurement of solution properties problematic. Moreover, strong hydrogen bonding and other phenomena dominate the thermophysical behavior, and these effects complicate the formulation of a good thermodynamic model for this system. HF behaves as a highly nonideal vapor over a broad range of temperatures and pressures.² The associating vapor typically forms a mixture of HF oligomers³–⁷ that greatly affect the thermodynamic phase behavior. Many recognize the existence of a HF hexamer at equilibrium²,⁵,⁶,⁸–¹³ contributing to the anomalous thermodynamic behavior. Most recently, a study by Suhm⁷ indicated a collection of oligomers in the vapor phase. Regardless of the details of this distribution, the significant presence of oligomers in the vapor phase results in considerable deviations from ideal-gas behavior. Several molecular¹⁴–¹⁶ and thermodynamic¹⁷–²² models of HF have been developed with these features explicitly in mind, and in some cases have successfully captured many of the anomalous properties of HF. The situation with HF/H₂O mixtures is less advanced, but good efforts are being made.²³–²⁵ Undoubtedly, the HF/H₂O saturated-vapor mixture exhibits nonideal behavior from similar origins, and an inability to model this behavior limits not only the prediction and correlation of thermophysical properties but also the interpretation of experimental data.

In general, experimental measurement of the fugacity (or chemical potential) is performed by putting the system of interest in thermodynamic equilibrium with another system for which the fugacity is known. When the system of interest is a liquid, a common choice for the “calibration” system is a saturated vapor, for which the ideal-gas law or another simple model can give the fugacity. Accordingly, when Miki et al.²⁶ measured the vapor–liquid equilibrium (VLE) properties of the HF/H₂O mixture at atmospheric pressure, they reported activity coefficients for the liquid by assuming an ideal saturated vapor. The strong nonideality of HF and HF/H₂O vapor gives reason to doubt the validity of these derived results. Indeed, J. uwono²⁴ assessed the activity coefficients through an integral thermodynamic consistency test and observed them to be significantly inconsistent. This observation provides little basis to doubt the quality of the experimental measurements; rather, it points to the inappropriateness of using the ideal-gas model to derive activity coefficients from them. Integral tests provide only a weak check of thermodynamic consistency, but they do present a necessary (albeit insufficient) condition that must be satisfied by any thermodynamic activity coefficient data. Our aim in this work is to improve the analysis of the known experimental data for HF/H₂O VLE to the point where the derived activity coefficients meet at least this weak measure of consistency.

A thermodynamic characterization of the HF/H₂O vapor is needed to obtain accurate activity coefficients for the liquid. Presently available experimental data are insufficient for this purpose. In lieu of experiment, a predictive thermodynamic model could be applied. The most appropriate thermodynamic model¹⁹ is based on

* To whom correspondence should be addressed. Tel.: (716) 645-2911 ×2209. Fax: (716) 645-3822. E-mail: kofke@buffalo.edu.
the statistical associating fluid theory, which has recently been applied to HF and H₂O.²⁹ Our application of this model to the problem of determining liquid-phase activity coefficients has not yielded results that substantially improve the consistency of the derived values, so we do not pursue this approach here. Instead, we consider a characterization based on molecular simulation.

Molecular simulation is a computational means to “measure” the thermophysical properties of a system defined in terms of a mathematical model for the intermolecular interactions.²⁷,²⁸ In principle, it provides exact results (within some arbitrary precision) for a given molecular model. Such results describe real-system behavior accurately to the extent that the molecular model is a true characterization of the actual molecular behavior. Simulation is especially appealing in relation to traditional engineering models (e.g., equations of state) for its potential to provide prediction in relation to traditional engineering models (e.g., molecular behavior. Simulation is especially appealing molecular model is a true characterization of the actual molecular behavior accurately to the extent that the exact results (within some arbitrary precision) for a intermolecular interactions.²⁷,²⁸ In principle, it provides simulations of HF/H₂O vapor-phase mixtures to obtain the information needed to derive correct (or improved) liquid-phase activity coefficients from the experimental data.

This paper is organized as follows. The next section describes the theory, models, and methods used for this work. We then provide results, including the fugacity coefficients calculated by the simulations, along with activity coefficients calculated from the simulation data and published experimental results for the HF/H₂O mixture; three different experimental data sets are studied in this manner. Improved consistency of the activity coefficients is demonstrated, and the importance of nonideal vapor effects is shown. We finish with a summary of the accomplishments gained through the study.

Models and Methods

Fugacity Coefficients. Our immediate aim in this work is to apply molecular simulation to calculate the fugacities $f_i$ (or fugacity coefficients $\phi_i$) defined such that $f_i = P y_i \phi_i$, where $P$ is the pressure and $y_i$ is the mole fraction of HF and H₂O in a vapor-phase mixture. Isothermal — isobaric ensemble Monte Carlo simulations can be applied for this purpose, selecting state conditions (of temperature and pressure) that correspond to experimental data for the saturated vapor over the full range of composition. The methodology used to measure fugacity coefficients has been previously shown and applied to water. Two variants have been considered, both involving the random “test” insertion of a molecule into the simulation volume to probe the fugacity. In the Widom method, the energy change $\Delta U$ is measured accompanying the placement of a “test” HF or H₂O molecule at a random position and orientation within the simulation volume. The observed energy change is used to compute an average that, upon sufficient sampling of configurations of the “real” molecules, yields the fugacity coefficient for the inserted species. The working equation is

$$\phi_i = \frac{1}{P_\beta} \left( \frac{1}{N+1} \right) \exp(-\beta \Delta U)$$

where $P$ is the pressure, $N$ is the number of molecules (of both species) being simulated, $\beta = 1/kT$, where $T$ is the temperature and $k$ is Boltzmann’s constant, and $V$ is the volume of the system at the instant the insertion is attempted. The angled brackets indicate an isothermal — isobaric ensemble average, in which sampling of the system volume and all molecular positions and orientations is performed. Upon evaluation of the contribution to the ensemble average, the test molecule is removed from the simulation volume (until the next insertion measurement), and consequently it never affects the configurations sampled by the real molecules.

The Widom method loses accuracy in evaluating vapor-phase fugacity coefficients when applied to strongly associating systems, such as those of interest here. The problem is that large contributions are made to the average by rarely encountered insertion attempts that find the test molecule in a favorable energetic configuration (i.e., hydrogen-bonded) with a real molecule. To remedy this problem, Tripathi and Chapman proposed a variation of the Widom method that uses molecular insertion to measure the chemical potential of the molecule in “monomeric” form. That is, insertions that find the test particle “bonded” to a real molecule have no contribution to or effect on the ensemble average. The working equation is thus

$$\phi_i = \frac{1}{\beta P \left( \frac{V}{N_{\text{mono}} + 1} \right) \exp(-\beta \Delta U_{\text{mono}})}$$

where $N_{\text{mono}}$ is the (fluctuating) number of unbonded molecules of the inserted species for the configuration in which the insertion is attempted; the “mono” subscript on $\Delta U$ indicates the requirement that the inserted molecule not be bonded to another one. The definition of “bonded” is completely arbitrary, but the method is most effective if the definition coincides with the energetically favorable configurations of a pair of molecules. Additional details are available elsewhere.³³

The problem with Widom insertion for associating fluids is present also in the basic sampling of the configurations of such a system. The energetics of configurations in which molecules are associated favor their contribution to the ensemble average, but they are not often encountered using simple sampling of configurations. Then, once formed, associated configurations are equally reluctant to come apart. These barriers to association and dissociation lead to poor sampling of the relevant configurations. This effect has a direct consequence on the Tripathi — Chapman fugacity coefficient calculation through the term $N_{\text{mono}}$, which fluctuates as molecules come together or separate. To alleviate the problem, we can apply an association bias algorithm.³⁴ The biasing forces molecules to associate or dissociate while yielding the correct limiting distribution for the sampled ensemble. The methodology has been described and applied elsewhere. The inclusion of a biasing scheme into Monte Carlo simulations to explore molecular configurations will promote proper sampling in this highly associating system.

Activity Coefficients. We define the activity coefficient $\gamma_i$ for a component $i$ at mole fraction $x_i$ in the mixture by taking a reference as the pure component at the temperature and pressure of the solution, so the
The pure-component fugacity $f_i$ of the component $i$ is

$$f_i(T,P,x_i) = x_i \gamma_i(T,P,x_i) f_i^o(T,P)$$

(3)

The pure-component fugacity $f_i^o$ is evaluated via its equilibrium with its vapor at its saturation pressure $P_i^{sat}(T)$

$$f_i^o(T,P) = P_i^{sat}(T) \phi_i^{sat}(T,P_i^{sat}) \Phi$$

(4)

where $\phi_i^{sat}$ is the fugacity coefficient of the pure vapor at saturation and $\Phi$ is the Poynting correction. Equality of fugacities between liquid and vapor in equilibrium gives

$$x_i \gamma_i(T,P,x_i) P_i^{sat}(T) \phi_i^{sat}(T,P_i^{sat}) \Phi = y_i P_i(T,P,x_i)$$

(5)

where $\phi_i(T,P,y_i)$ is the fugacity coefficient of component $i$ in equilibrium with the solution at $T$ and $P$. Miki et al. presented HF/H$_2$O mixture activity coefficients derived from VLE composition data that they measured. The methodology included an assumption that the saturated-vapor conditions are ideal, corresponding to unit fugacity coefficients in eq 5. The resulting equilibrium condition is then

$$x_i \gamma_i P_i^{sat} = y_i P$$

(6)

We use the same composition data and saturated-vapor pressures as those given by experiment, but we measure the fugacity coefficients (of the mixture and pure phases) via molecular simulation, using the methods reviewed in the previous section. Given this information, the activity coefficient $\gamma$ is easily determined from eq 5.

**Consistency Test.** The thermodynamic consistency of activity coefficient data can be assessed using methods derived from the Gibbs–Duhem equation. The data we wish to consider are isobaric, and all apply at 1 atm of pressure. They are not isothermal but cover temperatures from 292.65 to 386.85 K. Heat effects are significant for the HF/H$_2$O system, so we cannot ignore enthalpic contributions in the consistency test. In this case the appropriate equation for an integral consistency test is

$$\int_{x_i=0}^{x_i=1} \ln \left( \frac{\gamma_i'}{\gamma_i''} \right) \frac{H^E}{RT^2} \frac{dT}{dx_i} dx_i = 0$$

(7)

where $H^E$ is the temperature- and composition-dependent molar excess enthalpy in the liquid:

$$H^E = H(T,P,x) - \sum_i H_i^o(T,P)$$

(8)

with $H$ the solution enthalpy and $H_i^o$ the molar enthalpy of the pure component $i$. A plot of the integrand of eq 7 gives a curve with some area above the x axis and some below, and if the data are consistent, these areas will be equal, giving a zero integral. A rule of thumb for determining if the areas can be deemed equal compares the area difference to the total area

$$R = \frac{\text{area above } \gamma_i'}{\text{area above } \gamma_i''}$$

(9)

There is no strict requirement on the value of this ratio, but data normally are considered to be inconsistent if this is more than a few percent. 36

The HF pure-phase enthalpies are calculated from extrapolation of heat capacity data with respect to temperature to saturated HF/H$_2$O conditions. The H$_2$O pure-phase enthalpies are calculated from integration of a polynomial fit to the saturated HF/H$_2$O conditions. The HF/H$_2$O mixture enthalpies are available from Tyner’s enthalpy diagram. This information allows calculation of the excess enthalpy of the saturated liquid for all mixture compositions and temperatures. The derivative $dT/dx$ appearing in eq 7 is obtained from a polynomial fit of the experimental HF/H$_2$O VLE data. The infinite-dilution value for the HF activity coefficient is easily extrapolated from the given data, but extrapolation of the water activity coefficient at infinite dilution is less straightforward. The data of Miki et al. do not extend to mixtures of water very dilute in HF. To avoid an error-prone extrapolation for this case, we instead apply data from other experimental studies to bridge the gap to the pure-water limit.

The area measure has certain limitations as a thermodynamic consistency test, and a preferred method involves the computation of one of the variables ($P$, $x$, $y$) from the others over the composition range. However, this approach requires the introduction of a thermodynamic model for the activity coefficients, which we consider problematic for this system, particularly because the data are not isothermal. The area test is useful in the present circumstances, in that it certainly does identify inconsistency in the activity coefficients derived from the ideal-gas model. For example, the ideal-vapor activity coefficients reported by Miki et al. yield an eq 9 area measure of $R = -0.832$, which clearly fails the test. So, in this regard the area test serves a role as a necessary (albeit insufficient) measure of consistency. Moreover, as shown below, the test also provides a basis for gauging the relative validity of the different data sets currently available.

**Potential Models.** Many potential models for HF and H$_2$O have been developed in the literature. Here we explore two models for HF, that of Cournoyer and Jorgensen (CJ84) and the (nonpolarizable) model of Jedlovszky and Vallauri (JVNP). The water models used in our study are well established: TIP3P and SPC/E. Each HF model is characterized through a Lennard-Jones (LJ) term and three point charges corresponding to the F atom, H atom, and a middle charge. The H$_2$O models also have three point charges (placed on each atom) and a LJ term. We combine the LJ parameters for two models through Lorentz–Berthelot mixing rules and thus arrive at models for the HF/H$_2$O mixture, of which we study three: TIP3P–CJ84, SPC/E–CJ84, and TIP3P–JVNP. In Table 1, the model parameters are summarized, including LJ parameters, bond angles for H$_2$O, bond lengths, and charges. The energy of the interaction can then be described by

$$U_{ij} = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right] + \sum_{a>b} \frac{3}{4} \frac{q_a q_b \varepsilon^2}{r_{ab}^{12}}$$

(10)

where $r_{ij}$ denotes the distance between center atoms (oxygen and/or fluorine) and $r_{ij}^{ab}$ is the distance between two charges on different molecules. We note the similarities in the LJ parameters of HF and H$_2$O. The mixing of the parameters results in a small change for F–O LJ parameters, so it is a reasonable way to combine the unlike-atom parameters.
Table 1. Parameters To Define the Energy Surface for HF and H2O from Eq 10

<table>
<thead>
<tr>
<th>model</th>
<th>( \alpha ) (Å)</th>
<th>( \epsilon ) (kcal/mol)</th>
<th>( a_{\text{HON}} ) (deg)</th>
<th>( r_{\text{OH}} ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H2O (TIP3P)</td>
<td>3.1510</td>
<td>0.1520</td>
<td>0.4170</td>
<td>104.95</td>
</tr>
<tr>
<td>H2O (SPC/E)</td>
<td>3.1660</td>
<td>0.1550</td>
<td>0.4238</td>
<td>109.47</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>model</th>
<th>( \alpha ) (Å)</th>
<th>( \epsilon ) (kcal/mol)</th>
<th>( a_{\text{HON}} ) (deg)</th>
<th>( r_{\text{FX}} ) (Å)</th>
<th>( r_{\text{FH}} ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF (CJ84)</td>
<td>2.9839</td>
<td>0.1510</td>
<td>0.7250</td>
<td>0.1660</td>
<td>0.9170</td>
</tr>
<tr>
<td>HF (JVNP)</td>
<td>2.8300</td>
<td>0.1190</td>
<td>0.5920</td>
<td>0.1647</td>
<td>0.9730</td>
</tr>
<tr>
<td>CJ84–SPC/E</td>
<td>3.0750</td>
<td>0.1530</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Unlike-Interaction Parameters

<table>
<thead>
<tr>
<th>model</th>
<th>( \alpha ) (Å)</th>
<th>( \epsilon ) (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CJ84–TIP3P</td>
<td>3.0675</td>
<td>0.1550</td>
</tr>
<tr>
<td>J VNP–TIP3P</td>
<td>2.9905</td>
<td>0.1350</td>
</tr>
<tr>
<td>CJ84–SPC/E</td>
<td>3.0750</td>
<td>0.1530</td>
</tr>
</tbody>
</table>

Simulation Details. Three different experimental data sets were examined, published by Munter et al.,47 Vieweg,48 and Miki et al.,49 respectively. For each set, isothermal–isobaric Monte Carlo simulations27,28 were performed for a full range of compositions from pure \( \text{H}_2\text{O} \) to pure \( \text{HF} \), at 1 atm of pressure and the experimentally determined saturation temperatures.26,50,51 Additionally, pure-phase simulations were performed at each mixture temperature and the experimental saturation pressure of the pure component. The conditions are summarized in Table 2. A total of 500 molecules were used for each simulation. After an initial equilibrium period, each simulation sampled at least 105 cycles, for a total of 5 × 105 cycles, and errors were estimated for each simulation property through the Kolafa method.52 Fugacity coefficients were calculated as described above. The average volume was computed at each state condition. Both the Tripathi–Chapman insertion method and the association biasing algorithm used a common definition of a monomer, viz., any molecule with no other atom center within 3.75 Å (the fluorine and oxygen atoms act as center atoms).

Results and Discussion

Results are collected in Table 2 and displayed in Figures 1–5. Figure 1 shows \( \phi_{\text{sat}} \) for pure \( \text{HF} \) over the range of temperature for VLE of \( \text{HF}/\text{H}_2\text{O} \) mixtures. Experimental data are available for these fugacity coefficients, and these are presented in the figure for comparison. Figure 2 provides results for the pure-\( \text{HF} \) equation of state over these conditions, presented in terms of the compressibility factor \( Z = PV/\text{NkT} \) and in comparison with experiment. Data for \( \phi_{\text{sat}} \) for pure \( \text{H}_2\text{O} \) have been examined elsewhere.53 Figure 3 shows \( \phi_{\text{HF}} \) in the mixture, and Figure 4 shows \( \phi_{\text{H}_2\text{O}} \) in the mixture, both based on the experimental data of Miki et al.; these figures are presented also to provide an indication of the sensitivity of the results to the choice of the molecular models and to demonstrate the strengths and weaknesses of the Widom and Tripathi–Chapman methods. Figure 5 shows \( \phi \) for the mixture used in the consistency test described above.

Several points are worth making with respect to Figure 1. First, with a fugacity coefficient of order 0.6, pure \( \text{HF} \) is indeed a nonideal gas. Second, the Tripathi–Chapman methodology provides vastly improved measurements of the fugacity coefficient, particularly at lower temperature. The precision of the results using this technique is excellent. Third, the simulation data are in satisfactory agreement with experiment. The results for \( \phi_{\text{sat}} \) using the J VNP and CJ84 potential models bound the experimental data where it is available. Unfortunately, inspection of Figure 2 shows that this good characterization does not carry over to the equation of state. The experimental compressibility factor is as much as 50% less than that given by simulation using either potential model.

Figures 3 and 4 present the fugacity coefficients in the mixture and are the key results of this study. Here we find a clarified picture of the nonideal behavior of \( \text{HF}/\text{H}_2\text{O} \) mixtures. Figure 3 shows that the fugacity coefficient of \( \text{HF} \) in the vapor mixture rises from an infinite-dilution value of about 0.2 up to a seemingly ideal value as pure \( \text{HF} \) is approached. However, just before reaching 100% pure \( \text{HF} \), \( \phi_{\text{HF}} \) undergoes a precipitous drop to the pure-\( \text{HF} \) value of about 0.6. This overall behavior is consistent among the three model pairs examined in this study. The Tripathi–Chapman and Widom methods differ, particularly in the approach...
<table>
<thead>
<tr>
<th>State Conditions and Data</th>
<th>Pure HF</th>
<th>Pure Water</th>
<th>Mixture</th>
<th>Mixture</th>
<th>Mixture</th>
<th>Mixture</th>
<th>Mixture</th>
<th>Mixture</th>
</tr>
</thead>
<tbody>
<tr>
<td>T (°C)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P (atm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liquid wt %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vapor wt %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heat Effects (°C)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. State Conditions, Number of HF Molecules N_HF in Each Simulation, Simulated Fugacity Coefficients, Activity Coefficients, and Heat Effects Needed in the Calculation of the Consistency Test Integrals.
the pure-HF limit, but it is clear that the Tripathi–Chapman method provides more precise and reliable results for $\phi_{\text{HF}}$. The reason for this sharp change over a small composition range is exclusively due to the concurrent variation of the saturation temperature in this interval. The saturation temperature drops precipitously here, going from 374.65 to 292.65 K over a vapor composition range of 94.71–100 wt % HF. It should be especially noted that the composition of the simulated system, in fact, changes only slightly across this interval. Canonical-ensemble simulation of a system at the most water-dilute conditions requires a number of HF molecules of order $10^6$. The simulations here use only 500 molecules in all cases, so we do not even simulate accurately the composition indicated.

The situation is somewhat different for the water fugacity coefficient (Figure 4). Data for $\phi_{\text{H}_2\text{O}}$ drop steadily from nearly ideal values for pure H$_2$O down to highly nonideal values of order 0.1 upon the approach of pure HF, up to 99.5 wt % HF. Above this value, there is notable deviation between the two chemical potential calculation methods, and this discrepancy persists across mixture potential models. A key consideration in the nearly pure-HF region is again the limitations imposed on the simulation due to finite-size effects. The Tripathi–Chapman method cannot function at such high dilution of water using the relatively small systems employed here. The fraction of H$_2$O monomers cannot be measured reliably in this situation, where even the fraction of H$_2$O molecules inaccurately reflects the value of the mixture composition. Results from the Widom insertion methodology are about as good as they are elsewhere: the absolute error is smaller because the fugacity coefficient itself is smaller, but the fractional error is about the same as that at other states. The results show that water is in an extremely nonideal condition, with an infinite-dilution fugacity coefficient that is very close to zero. Water is highly associated with the HF molecules in this vapor. If the Widom method were failing here, it would indicate a too-ideal vapor because its mechanism for failing is missing the contributions from associated configurations. That it indicates a highly nonideal associated vapor gives reason to accept the accuracy of the Widom insertions in this region.

After careful consideration of the various results over all simulation conditions, potential models, and chemical potential methodologies, Figure 5 presents the best estimation of $\phi_{\text{HF}}$ and $\phi_{\text{H}_2\text{O}}$ for state conditions of the Miki et al. data set. The required pure vapor $\phi^{\text{sat}}$ for H$_2$O can be seen elsewhere and that for HF can be seen in Figure 1.

The implementation of eq 5 allows for calculation of liquid-phase activity coefficients, $\gamma_{\text{HF}}$ and $\gamma_{\text{H}_2\text{O}}$, by combining these simulation results for the vapor-phase fugacity coefficients and the experimental VLE data. The Poynting correction results in a change of at most 1%, and we ignore this factor. The quality of the activity coefficients benefits from the fact that mixture and pure-component $\phi$'s always appear in a ratio, and consequently limitations in the potential models have some opportunity to cancel. Figure 6 and Table 2 present our estimation from simulation of $\gamma_{\text{HF}}$ and $\gamma_{\text{H}_2\text{O}}$ for all experimental data sets, along with (in Figure 6) the values reported by Miki et al. based on an ideal-gas model of the vapor. The ideal-gas results exhibit a range of composition in which both $\gamma_{\text{HF}}$ and $\gamma_{\text{H}_2\text{O}}$ have the same slopes, which is a clear failure of a differential thermodynamic consistency test (heat effects notwithstanding). The application of nonideal vapor behavior through $\phi$ provides an element to the analysis that pushes the activity coefficients toward thermodynamically consis-
tent behavior, at least when viewed at this qualitative level. The infinite-dilution behavior reveals extremely nonideal solutions with near-zero activity coefficients (necessitating a log-scale presentation), in contrast to the ideal-gas analysis, which indicates an approach to ideal-solution behavior at infinite dilution with activity coefficients near unity.

The integral consistency test is now applied to the simulation/experiment-derived $\gamma_{HF}$ and $\gamma_{H_2O}$. Figure 7 depicts the comparison between the integrand of eq 7 for all data sets. Further, Table 2 records the information needed to complete a consistency test on them. Experimental data for the Miki et al. set are available only for liquid mixture compositions above 24.6 wt % HF, so to complete the analysis, we must borrow from the other sets from this point to the pure-water composition. The trapezoid rule is applied for numerical integration. Table 3 summarizes values of the heuristic consistency measure (area difference/area sum) so calculated for the combinations of data and models examined here. For the ideal-gas-derived activity coefficients, $R = -0.832$. The consistency test for the Miki et al. data set shows great improvement when applied using the new activity coefficients: the nonideal-vapor heuristic measure is about $R = +0.20$ and insensitive to the choice of the molecular model used to simulate the vapor. Things look even better when we consider the other data sets. Both the Munter et al. and the Vieweg data exhibit a simulation-supplemented consistency measure of less than 0.05. This good value, although not a definitive validation, strongly supports the plausibility of these activity coefficients. Moreover, they give reason to prefer these data sets to that of Miki et al., to the extent that they differ.

We must recognize that significant approximations are built into this analysis, particularly that due to the molecular models and that associated with grafting of the Munter et al. to the Miki et al. data for mixtures dilute in HF (as well as the trapezoid-rule integration). Further, there exists the possibility that the relatively good performance of the Vieweg and Munter et al. data

**Figure 6.** HF/H$_2$O mixture activity coefficients: (a) using Miki et al.$^{26}$ data and HF/H$_2$O potential models as indicated; (b) using TIP3P–CJ84 potentials with experimental data from sources as indicated. In both figures, open symbols represent HF activity coefficients and filled symbols represent H$_2$O. Confidence limits indicate the effect of stochastic error in fugacity coefficient calculations and are shown only when larger than the symbol size.

**Figure 7.** Integrand for the consistency test as calculated from eq 7: (a) using Miki et al.$^{26}$ data and HF/H$_2$O potential models as indicated; (b) using TIP3P–CJ84 potentials with experimental data from sources as indicated.

**Table 3.** Consistency Measure Defined by Equation 9 As Derived from the Experimental Data Sets Studied Here, with Vapor-Phase Fugacities Given by Molecular Simulation Using the Potential Models Indicated

<table>
<thead>
<tr>
<th>experimental data set</th>
<th>molecular models</th>
<th>consistency measure, $R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miki et al.$^{26}$</td>
<td>ideal gas</td>
<td>-0.832</td>
</tr>
<tr>
<td>Miki et al.$^{26}$</td>
<td>TIP3P–CJ84</td>
<td>0.142</td>
</tr>
<tr>
<td>Miki et al.$^{26}$</td>
<td>TIP3P–JVN4</td>
<td>0.196</td>
</tr>
<tr>
<td>Miki et al.$^{26}$</td>
<td>SPCE–CJ84</td>
<td>0.205</td>
</tr>
<tr>
<td>Vieweg$^{47}$</td>
<td>TIP3P–CJ84</td>
<td>0.032</td>
</tr>
<tr>
<td>Munter et al.$^{47}$</td>
<td>TIP3P–CJ84</td>
<td>0.040</td>
</tr>
</tbody>
</table>
excess Gibbs free energy is \(\Delta G\) responding to the computed activity coefficients. The preference to such an extrapolation over the data from other sources.

The added area significantly improves the consistency of the Miki et al. data set, giving an integral consistency test, which shows much more satisfactory results in comparison to previously reported values based on an ideal vapor. The analysis is found to be insensitive to the choice of the molecular model used to describe the intermolecular interactions, and careful attention has been paid to applying the best methodology for evaluation of the vapor-phase fugacity coefficients. These more accurate values of the activity coefficients can be helpful to the development of models for the liquid-phase solution behavior. The nonideal behavior of anhydrous HF is well-known, and the impact of its anomalies on the behavior in mixed systems is highlighted by this work.

This work also provides a pleasing demonstration of the way in which molecular simulation and experiment can be synthesized to provide insights unavailable from either method by itself. The quality of any application of molecular simulation for this type of quantitative analysis always rests with the quality of the molecular model. In this instance, we allowed experiment to provide the description of the highly nonideal, strongly associating liquid, for which details of the molecular model probably have a disproportionate impact on the absolute behavior. Instead, we focus on the nonideal vapor, considering a case in which intermolecular interactions cannot be ignored but where the limitations of the models are not likely to have a highly adverse impact. The advantage is also gained by considering a property in which model inadequacies can cancel to some degree (by taking the ratio of fugacity coefficients). Further, to confirm the model’s insensitivity, we have considered how the results vary with the choice of the molecular model.

Certainly a better approach to minimizing the inadequacies of the molecular model is to work with a good model, one that is demonstrated to be capable of providing quantitative agreement with experiment over a broad range of states and for a wide range of properties. Such high-quality models of H\(_2\)O and (particularly) HF are not presently available, but efforts to develop such models are progressing well.\(^3\) As accurate models emerge for these and other systems, we can expect even more to be able to synthesize simulation and experiment to the good effect demonstrated in this work.
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