Gas-Phase Molecular Clustering of TIP4P and SPC/E Water Models from Higher-Order Virial Coefficients†
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Higher-order virial coefficients (up to $B_6$) for TIP4P and SPC/E water models are used to characterize molecular clusters (up to hexamers) formed by water at various gas-phase thermodynamic state points between 298 and 773 K. Comparison of cluster statistics with available molecular simulation data for the same models indicates that the virial approach is effective at characterizing the clustering behavior. Significant deviations from experimentally confirmed ab initio results from the literature at 298 K are ascribed to inadequacies in the TIP4P model and to differences in the treatment of “physical” versus “chemical” association in the two approaches. At two conditions where an analysis could be made, the concentration of clusters that are only physically associated was found to be $\sim 30\%$ of the concentration of those that are chemically associated (hydrogen bonded).

1.0. Introduction

The formation of clusters in gaseous systems is well-known.$^{1,2}$ Water clusters, in particular, have been the focus of much investigation.$^1$ A proper understanding of water clusters is relevant to several areas of scientific research and engineering application:

- pressure–volume–temperature properties of water vapor and its mixtures. The behavior of water clusters in the vapor also adds to our understanding of how water behaves as a liquid and in the form of clathrates;
- atmospheric chemistry of acid rain formation;
- nucleation of water droplets;
- absorption of infrared radiation by water in the atmosphere;
- reactions in supercritical water; and
- isotope fractionation.

The notion of a gas-phase cluster is ambiguous, even for strongly associating molecules such as water. The appropriate definition can, to some extent, depend on the application of interest. For example, absorption of solar energy by atmospheric water has important contributions from vibrational motions performed by the cluster, and this requires that they be in some type of metastable arrangement that is stabilized by hydrogen bonding. On the other hand, the process of nucleation from a vapor is largely concerned with the degree to which molecules are in loose proximity, interacting significantly without necessarily being bound in a tight metastable configuration.$^3$ The association involved in these two cases is sometimes characterized as “chemical” versus “physical” association. The difference in cluster concentration based on the two definitions can be significant.$^4$

Experimental techniques for investigation of clusters are based primarily on spectroscopy,$^5$–$^{13}$ and consequently, they probe the behavior of chemically associated clusters. Methods based on computational quantum chemistry,$^{14}$–$^{16}$ have a similar focus, and many detailed studies have been performed of metastable water clusters with the aim to develop model potentials that match spectroscopic data. Molecular simulation has also been applied to the study of vapor-phase association, often with a broader view on the nature of clustering.$^{2,4,17}$–$^{19}$ Simulation requires the adoption of an empirically developed intermolecular force field, or potential, and the quality of the potential will limit the quality (or at least the realism) of the results. Simulation studies must also confront the question of the definition of a cluster, and this is both a strength and weakness of such studies. Simulation can distinguish between chemically and physically associated clusters, assuming that a suitable definition has been provided for the two cases. For physical clustering, this definition can be problematic. Unlike chemical clustering, there are no obvious, well-localized, geometric or energetic criteria for the cutoff of physical association. Calculated cluster concentrations can be sensitive to the choice of this definition.

An underutilized approach to the analysis of clustering is based on the virial equation of state. The virial equation of state (VEOS) can describe successfully the pressure–volume–temperature behavior of fluids at low to moderate densities. The mathematical form of the VEOS$^{20}$ is

$$\frac{\beta P}{\rho} = 1 + B_2\rho + B_3\rho^2 + B_4\rho^3 + B_5\rho^4 + B_6\rho^5 + \ldots$$

(1)

where $P$ is the pressure, $\rho = N/V$ is the number $N$ of molecules in the volume $V$, $\beta = (kT)^{-1}$ is the reciprocal temperature in energy units, and $B_i$ represents the $i$th virial coefficient. Each $B_i$ relates directly to the interactions between exactly $i$ molecules, and consequently, the virial coefficients can be connected to the equilibrium of clusters in a fluid state.$^{5,20}$–$^{23}$ In the virial approach to clustering, the system is treated as an ideal-gas mixture of noninteracting but chemically equilibrated clusters.$^{21,23}$ If two or more molecules interact a way that affects the thermodynamic properties, they are accounted for by the corresponding term in the VEOS and, in this analysis, they constitute a cluster. The size of a cluster is defined in terms of the order of the variation of its concentration with density (or pressure). Thus, a “cluster” in this view is amorphous; it is not identified with a specific arrangement of molecules in space. Nevertheless, it does provide a meaningful and nonarbitrary definition of clustering. In this approach, the calculated cluster concentrations describe the prevalence of associated molecules, modulated by their strength of interaction. Clusters are defined in shades of gray, not black and white.
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In this context, it is worthwhile to mention an important class of equations of state that are based on a picture in which chemical association leads to an equilibrium distribution of oligomers that interact via physical forces. The chemical equilibrium is modeled by postulating values for the equilibrium constants for consecutive association reactions, and the physical interactions between clusters are handled via a standard (e.g., cubic) equation of state written for a mixture of oligomers, sometimes with mixing rules designed to simplify the resulting form. The present work contrasts with such methods in several ways. First, the virial approach makes no assumptions about the association equilibrium constants—instead these values are given directly in terms of the virial coefficients, which in turn follow directly from the postulated intermolecular potential (details follow). Second, in the virial approach, all of the interactions are treated via cluster equilibrium. Interactions between smaller clusters are (in principle) handled by higher-order virial coefficients. This means, for example, that the monomer–dimer equilibrium does not depend on the assumed form for interactions between dimers. Finally, virial coefficients do not (as normally defined) distinguish between chemical and physical interactions—both can contribute to the concentration of a cluster. If association is strong, the chemical effect dominates the value of $B_n$ and the distinction between physical and chemical contributions is not important. In such cases, the clusters identified by the virial approach coincide with the intuitive notion of a cluster as a close, metastable arrangement of molecules, a notion that underlies the association-based equations of state. Then equilibrium constants determined from the virial coefficients can be used to guide the formulation of equilibrium constants used in association-based equations of state.

Interest in virial-based approaches to clustering analysis has been limited in part by the difficulty of obtaining values for high-order virial coefficients. While this obstacle still remains with regard to values obtained by experiment, computational approaches are becoming feasible. A recent investigation has proposed “Mayer sampling” as a new class of methods for obtaining higher-order virial coefficients of various fluids from a model for the intermolecular potential. From these values, one can determine the amounts of different clusters that form, as a function of the thermodynamic state. Such an approach is likely to be more efficient than observations of spontaneous clustering in molecular simulations of the same model, and part of the aim of this work is to show that information from virial coefficients can be used this way.

This paper presents a cluster analysis for water, using (classical) higher-order virial coefficients as a guide. While other investigations have explored fluid properties for water from virial coefficients in a manner similar to the one to be outlined here, most have dealt with only the second and third virial coefficients. Here we describe water properties and clustering using up to the sixth virial coefficient. The study focuses on water models TIP4P and SPC/E because molecular simulation data are available about their clustering behavior, and we can use this information to gauge the effectiveness of the virial-clustering approach. In the next section, we briefly review the important aspects of Mayer sampling molecular simulation, including the choice of sampling technique. Then we describe the mathematical formalism for treating chemical association (and the formation of clusters in the gas-phase) via virial coefficients. In Section 4, we examine clustering behavior in the water models for conditions of a saturated vapor, a supercritical vapor, and vapor at ambient conditions. We also consider the behavior of the association equilibrium constants. We conclude in Section 5.

### 2.0. Virial Coefficients

The virial coefficients used in this study are reported elsewhere, but for completeness we briefly review the methods used in those calculations and present the values here. Evaluation of virial coefficients from a molecular model is based on their expression in the form of cluster integrals. For example, the second virial coefficient is

$$B_2(T) = -\frac{1}{2V} \int \int f_{12} \, d\mathbf{r}_1 \, d\mathbf{r}_2$$

and for pairwise-additive potentials, the third virial coefficient is

$$B_3(T) = -\frac{1}{3V} \int \int \int f_{123} \, d\mathbf{r}_1 \, d\mathbf{r}_2 \, d\mathbf{r}_3$$

In the integrals, $f_{ij}$ is referred to as a Mayer function and has the form

$$f_{ij} = [\exp(-\beta u_{ij}) - 1]$$

where $u_{ij}$ is the pair potential between molecules labeled $i$ and $j$. In expressions such as eqs 2 and 3, one must integrate over all positions, rotations, and internal degrees of freedom available to each molecule. The higher-order coefficients, such as $B_4 - B_6$, are sums of cluster integrals involving a correspondingly larger number of molecules.

The Mayer sampling method was recently introduced for evaluation of the integrals appearing in the expressions for the virial coefficients. It is a Monte Carlo approach that adopts ideas used for the evaluation of free energies. Molecular configurations are sampled using importance sampling with weights based on the magnitude of the interactions that are represented in the given cluster integral. Simulation averages give the ratio of the desired cluster integral to that of a known reference integral, as follows,

$$\Gamma(T) = \Gamma(T_0) \frac{\int \gamma(\mathbf{r}, T) \, d\mathbf{r}}{\int \gamma(\mathbf{r}, T_0) \, d\mathbf{r}} = \langle \gamma(\mathbf{r})/\pi(\mathbf{r}) \rangle_\pi$$

where $\Gamma(T)$ represents a general cluster integral or sum of integrals, $\gamma(\mathbf{r}, T)$ is the integrand (or sum of integrands), and $\pi(\mathbf{r}, T) \equiv |\gamma|$ is the unnormalized probability distribution that governs sampling. The angle brackets indicate the “ensemble-average” integral over all configuration space. Quantities marked with the subscript “0” correspond to the specified reference system, for which a hard-sphere model provides a suitable choice. More information regarding the method can be found elsewhere.

Equation 5 corresponds to a direct-sampling method, as it involves perturbations directly between the target system (which governs sampling) and the reference system. At low temperatures, the water molecules strongly prefer their own energetic wells, and many configurations important to the hard-sphere reference are not sampled and direct sampling fails. This signals that the hard-sphere phase space is no longer a subset of the water phase space, but instead that the water’s attractive wells are regions of phase-space overlap between the hard spheres and water. Overlap sampling is a desirable alternative to direct sampling in such situations. In this approach, separate simulations are performed of the target and reference systems,
and in each, a perturbation average is performed into their region of overlap. One defines an overlap function to represent mathematically only those regions important to both hard spheres and water,

\[ \gamma_{\text{OS}} = \frac{|\gamma_1| |\gamma|}{\alpha |\gamma_1| + |\gamma|} \]  

(6)

where \( \gamma_{\text{OS}} \) is the overlap function and \( \alpha \) is an optimization parameter. The desired cluster integral is given as the ratio of averages taken in the two systems

\[ \Gamma(T) = \frac{\langle \gamma T \rangle_{\gamma_1}}{\langle \gamma T \rangle_{\gamma_0}} \]  

(7)

where \( \gamma_0 = |\gamma_0| \). The parameter \( \alpha \) and the amount of sampling performed for each system can be selected to optimize the calculation.30

Values of the virial coefficients calculated as described above and used in the cluster analyses are presented in Tables 1 and 2 for the TIP4P and SPC/E models, respectively.

### 3.0. Chemical Association via Virial Coefficients: Gas-Phase Clusters

Woolley20,21 developed an approach mathematically relating virial coefficients to cluster composition in an ideal-gas mixture of clusters. The ideal-gas equation of state for a mixture of \( j \)-numbered clusters is

\[ PV = kT \sum N_j \]  

(8)

where \( N_j \) is the number of clusters containing \( j \) molecules. Also,

\[ \sum j N_j = N \]  

(9)

where \( N \) is the total number of molecules in the system. For the equilibrium reaction for the formation of a \( j \)-cluster of species \( X \),

\[ jX + \cdots \rightarrow X_j \]  

(10)
one can define an ideal-gas equilibrium constant

$$K_j = \frac{P_j}{(P_j)_0}$$  \hspace{1cm} (11)

where $P_j$ is the partial pressure of a $j$-cluster species, which can be calculated via

$$P_j = \frac{Nj}{V} \, kT$$  \hspace{1cm} (12)

These partial pressures can be summed to yield the total pressure:

$$P = P_1 + P_2 + P_3 + P_4 + P_5 + P_6 + ...$$  \hspace{1cm} (13)

Combination of eqs 11 and 13 yields

$$P = P_1 + K_2P_2^2 + K_3P_3^3 + K_4P_4^4 + K_5P_5^5 + K_6P_6^6 + ...$$  \hspace{1cm} (14)

This series can be inverted to produce a virial series for $P_1$ in powers of the total pressure, which then can be used in this result from Woolley: \textsuperscript{21}

$$\frac{PV}{NkT} = P_1 \left( \frac{dP_1}{dP} \right)$$  \hspace{1cm} (15)

to obtain an expression which is a virial series in total pressure, $P$. The individual terms of this virial expression can be compared to the pressure expansion form of the virial equation of state to connect the various equilibrium constants for cluster formation ($K_j$) to specific virial coefficients ($B_j$):

$$B_2 = -K_2kT$$  \hspace{1cm} (16)

$$B_3 = (-2K_3 + 4K_2^2)(kT)^2$$  \hspace{1cm} (17)

$$B_4 = (-20K_2^3 + 18K_2K_3 - 3K_4)(kT)^3$$  \hspace{1cm} (18)

$$B_5 = (112K_2^4 + 18K_2^2K_3 - 144K_2K_4 + 32K_2K_3 - 4K_3)(kT)^4$$  \hspace{1cm} (19)

$$B_6 = (-672K_2^5 + 1120K_2^3K_3 - 315K_2K_5^2 - 280K_2^2K_3 + 180K_2K_4 - 5K_3)(kT)^5$$  \hspace{1cm} (20)

These expressions can be inverted to provide $K_2$-$K_6$ as functions of $B_2$-$B_6$:

$$K_2 = -\beta B_2$$  \hspace{1cm} (21)

$$K_3 = \frac{1}{2} \beta^2 (4B_2^2 - B_3)$$  \hspace{1cm} (22)

$$K_4 = \frac{1}{3} \beta^3 (9B_2B_3 - 16B_2^3 - B_4)$$  \hspace{1cm} (23)

$$K_5 = \frac{1}{4} \beta^4 (-360B_2^2B_3 + 640B_2^4 + 66B_2B_4 + 27B_5^2 - 6B_4)$$  \hspace{1cm} (24)

$$K_6 = \frac{1}{10} \beta^5 (720B_2^3B_3 - 576B_2^5 - 135B_2B_3^2 - 160B_2^2B_4 + 20B_2B_4 + 25B_2B_5 - 2B_6)$$  \hspace{1cm} (25)

Once the equilibrium constants have been obtained, one can determine the cluster distribution using standard reaction equilibria calculations. \textsuperscript{34}

4.0. Results and Discussion


The values of the virial coefficients for TIP4P and SPC/E water used in this investigation are reported in Tables 1 and 2. We cannot expect the virial equation to describe clustering behavior any better than it gives the equation of state itself, so it is helpful first to examine the range of validity of the virial equation as given in eq 1. This information is presented in Figures 1 and 2.

Figure 1 shows curves of $(Z - 1)$ [where $Z = PV/NRT$ is the compressibility factor] versus reduced density predicted by the 6th-order virial equation of state for TIP4P water (VEOS6-TIP4P) for reduced temperatures between 0.96 and 1.29. The curves from VEOS6-TIP4P are compared with molecular simulation data for TIP4P water. \textsuperscript{18} For the two highest temperatures, VEOS6-TIP4P provides excellent agreement up to reduced densities ($\rho_r = \rho/\rho_c$) of 0.35, while at the lowest temperature, the virial equation begins to fail at about $\rho_c$ equal
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Figure 1. Deviation from ideality as given by VEOS6-TIP4P for TIP4P water. Plotted is $(Z - 1)$ vs reduced density $\rho/\rho_c$, where $Z$ is the compressibility factor. Lines are EOS predictions and points are molecular simulation data\textsuperscript{10} at the following reduced temperatures $T/T_c$: ■ 1.29, ○ 1.04, ○ 0.96.
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Figure 2. Deviation from nonideality predicted by VEOS6–SPC/E along the coexistence curve for SPC/E water. Plotted is $(Z - 1)$ vs reduced density $\rho/\rho_c$, where $Z$ is the compressibility factor. Line is EOS predictions, and points are molecular simulation data.\textsuperscript{35}
The agreement between state for SPC/E water, along the coexistence curve. Here, the predicted by VEOS6-SPC/E, the 6th-order virial equation of model.

Usefully interpret information about clustering for the TIP4P to 0.2. These results describe the range for which we can usefully interpret information about clustering for the TIP4P model.

Figure 2 shows curves of \((Z - 1)\) versus reduced density predicted by VEOS6-SPC/E, the 6th-order virial equation of state for SPC/E water, along the coexistence curve. Here, the VEOS6-SPC/E predictions are compared to the molecular simulation data of Boulougouris et al. The agreement between VEOS6-SPC/E and the simulation confirms that it is acceptable to use VEOS6-SPC/E in the chemical association calculations for clustering up to reduced densities of 0.15.

4.2. Molecular Clustering of Water. We can gauge the importance of chemical versus physical association by examining the clustering behavior of water against a fluid model that does not have specific association interactions. To this end, parts a and b of Figure 3 show the cluster compositions for a Lennard-Jones (LJ) fluid and TIP4P water at a reduced temperature (defined in terms of the critical point for each model) of 1.05. It is evident from this figure that the amount of clustering found in water is substantially higher than that found in the LJ fluid, reflecting the importance of the hydrogen-bonding interactions. In this regard, one should note that the approach fails entirely in situations where the second virial coefficient is positive. Adaptations such as those used in the association equations of state—in which physical interactions (or at least repulsions) get greater weight to the larger clusters). This behavior is in agreement with spectroscopic observations of clustering in real water at the same reduced temperature.

Kalinichev and Churakov probed the sizes of clusters in near-critical and supercritical water using the TIP4P water model and Monte Carlo simulation. In their investigation, the authors calculated average cluster sizes at different thermodynamic state points by employing hybrid geometric—energetic criteria for hydrogen bonding. Table 3 compares the predicted average cluster sizes based on VEOS6-TIP4P with the average cluster sizes reported from the Monte Carlo simulation study. Comparison is made only for conditions where the VEOS gives a good description of the TIP4P equation of state (Figure 1). With the exception of the (lowest-temperature) point A, all of the average cluster sizes predicted from VEOS6-TIP4P agree within 9% of the Kalinichev and Churakov values taken from Monte Carlo simulations. The level of agreement is excellent over a wide range of reduced temperatures and densities.

4.2.2. Saturated Vapor Conditions (SPC/E). Next we consider states located along the vapor—liquid coexistence curve. Johansson et al. performed Gibbs-Ensemble Monte Carlo (GEMC) simulations of the SPC/E model for water and analyzed clusters that formed in the vapor phase. They considered clusters defined according to two different criteria:

1. A purely distance-based criterion between oxygen atoms, which indicates the presence of a physical or chemical (hydrogen-bonded) cluster.

2. A combined distance and energy criterion. In this case, there is a minimum distance required between an oxygen atom of one molecule and a hydrogen atom of another. In addition, there is a required maximum energy (intermolecular energy) between an oxygen atom of one molecule and a hydrogen atom of another. Satisfying these criteria indicates the presence of a hydrogen-bonded cluster.

Table 3. Comparison of Average Cluster Sizes, \((S)\), Predicted by Monte Carlo Simulation\(^6\) and from the Virial-Clustering Approach

<table>
<thead>
<tr>
<th>state</th>
<th>(T_r)</th>
<th>(\rho_r)</th>
<th>((S)^{18})</th>
<th>((S)) (virial-clustering w/ VEOS6)</th>
<th>error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.96</td>
<td>0.18</td>
<td>1.82</td>
<td>1.45</td>
<td>21</td>
</tr>
<tr>
<td>B</td>
<td>1.04</td>
<td>0.06</td>
<td>1.15</td>
<td>1.14</td>
<td>0.9</td>
</tr>
<tr>
<td>C</td>
<td>1.04</td>
<td>0.15</td>
<td>1.39</td>
<td>1.33</td>
<td>4.0</td>
</tr>
<tr>
<td>D</td>
<td>1.12</td>
<td>0.12</td>
<td>1.23</td>
<td>1.21</td>
<td>1.6</td>
</tr>
<tr>
<td>E</td>
<td>1.29</td>
<td>0.09</td>
<td>1.12</td>
<td>1.10</td>
<td>1.8</td>
</tr>
<tr>
<td>F</td>
<td>1.29</td>
<td>0.34</td>
<td>1.48</td>
<td>1.35</td>
<td>8.7</td>
</tr>
</tbody>
</table>

The results of Johansson et al. provide a suitable set of data for comparison to the virial-based approach to cluster charac-
the coexistence curve of SPC/E water, GEMC simulations (H-bonded clusters) vs virial-clustering approach: (a) dimer—virial, ○ dimer—GEMC, ■ trimer—virial, □ trimer—GEMC; (b) tetramer—virial, ◆ tetramer—GEMC, ▲ pentamer—virial, △ pentamer—GEMC, ■ hexamer—virial, □ hexamer—GEMC.

Figure 4. Fraction of water molecules in clusters in the vapor phase along the coexistence curve of SPC/E water, GEMC simulations (H-bonded clusters) vs virial-clustering approach: (a) dimer—virial, ○ dimer—GEMC, ■ trimer—virial, □ trimer—GEMC; (b) tetramer—virial, ◆ tetramer—GEMC, ▲ pentamer—virial, △ pentamer—GEMC, ■ hexamer—virial, □ hexamer—GEMC.

craterization. Parts a and b of Figure 4 show the comparison, with the virial results including coefficients up to $B_6$. The plots show the fraction of molecules that are present in a cluster of size $n$, for $n$ from 2 (dimer) to 6 (hexamer). Results are shown over the range of conditions for which the VEOS is effective, as determined in Figure 2. The cluster fractions for $n = 2$ to 5 given by the virial approach are consistently greater than those counted by GEMC simulations, while the fraction for $n = 6$ from the virial approach is less than that counted by GEMC simulation. The overestimation by the virial approach for $n = 2$ to 5 can be attributed to differences in the way clusters are defined here and by Johansson et al. The detailed data reported by Johansson et al. consider only hydrogen-bonded clusters (definition 2, above) and, thus, exclude clusters that are physically associated but not hydrogen bonded. At higher temperatures, hydrogen-bonding association is diminished relative to physical association, and the GEMC simulations will overlook even more clusters that are counted in the virial approach. Accordingly, the discrepancy between the GEMC and the virial results increases with increasing temperature. (In both approaches, the cluster fraction still increases because the density is increasing with temperature along the saturation line.) Johansson et al. report that the number of physical clusters they observe is consistently larger than the number of hydrogen-bonded clusters, which would tend to bring the simulation data more in line with the virial characterization. They do not provide detailed data that would permit us to perform the quantitative comparison, but from data given in a related figure, it would seem that inclusion of the physical clusters raises the total number of clusters by $30\%$ at the highest temperature considered, which is consistent with the discrepancy from our results.

4.2.3. Ambient Conditions. As mentioned previously, another area of research heavily interested in water clusters is atmospheric chemistry. It has long been speculated that water clusters may be abundant in atmospheric systems and may play important roles in physical and chemical processes contributing to global warming. Dunn et al. attempted to quantify the concentrations of water clusters up to pentamers in the atmosphere via computational quantum chemistry, which necessarily treats only chemically associated clusters. Table 4 compares the results of Dunn et al. with cluster concentrations calculated from TIP4P virial coefficients for water vapor in saturated air at 298 K. The dimer and pentamer concentrations given by the two approaches differ by a factor of 4—6, and trimer and tetramer concentrations both differ by $>1$ order of magnitude. The DFT (density functional theory) results of Dunn et al. reproduce well the experimentally measured dimer concentrations at low temperatures. There are two reasons for the discrepancy with our results. First, the magnitude of the TIP4P second virial coefficient is $\sim 3$\times larger than that of real water, and this error translates to a tripling of the dimer concentration for the TIP4P model; there is also a significant effect on the higher-order clusters. Dividing the predicted dimer concentration of $3.5 \times 10^{15}$ clusters/cm$^3$ by this factor of 3 yields a dimer concentration of $1.17 \times 10^{15}$ clusters/cm$^3$ and accounts for most of the disagreement between the virial-cluster and DFT results. The rest of the discrepancy with Dunn et al. dimer results must be ascribed to the difference between chemical and physical association, with the conclusion that the number of water molecules that are only physically associated is $\sim 30\%$ of the number that are chemically associated by hydrogen bonding.

Given that the TIP4P second virial coefficient deviates significantly from the value for real water, we cannot put too much stock in the results for the concentrations of the higher-order clusters. The results, however, should be internally consistent and correct for the TIP4P model. Thus, they might be examined to demonstrate the trend in the cluster concentration—we see that each higher-order cluster is $\sim 10$—$40\times$ less concentrated—and they may be of interest in subsequent work comparing to molecular simulation data taken for TIP4P or another water model.

4.2.4. Association Equilibrium Constant. The association-based equations of state discussed in the Introduction postulate a form for the association equilibrium constants as a function of temperature and cluster size. It may be helpful to the formulation of those models to examine the equilibrium constants given by the virial coefficients. The equilibrium is usually given for consecutive association reactions, rather than the $j$-mer formation reaction of eq 10. Thus we consider equilibrium constants for this reaction sequence

$$X_{j-1} + X \rightarrow X_j$$

(26)
concentration of physically bound clusters is bound clusters. In those cases, the data indicate that the to separately infer concentration of physically and chemically behavior in a vapor.

explicit criteria. This comparison lends support to the use of is in reasonable agreement with simulations that do apply explicit configuration-based definition for a cluster, and yet it captures a larger number of physical clusters, including those which are associated over longer distances. This would explain the smaller composition of hexamers predicted by the HRMC approach relative to that predicted by the virial-clustering approach. In addition, some of the differences between the predicted tetramer, pentamer, and hexamer compositions from the virial-clustering method may result from the increasing error in the values of B4, B5, and B6 at low temperatures (T ≤ 298 K; see Table 1).

5.0. Conclusions

Knowledge of the virial coefficients can provide information about the nature of physically bound clusters in a vapor phase. Indeed, the virial-based approach provides what is perhaps the least arbitrary definition of what constitutes a physically bound cluster. Cluster statistics given by this treatment compare very well with detailed observations of clustering performed in Monte Carlo simulations. The virial-cluster approach invokes no explicit configuration-based definition for a cluster, and yet it is in reasonable agreement with simulations that do apply explicit criteria. This comparison lends support to the use of the virial coefficients as a means to characterize clustering behavior in a vapor.

In two of the state conditions studied here, data were sufficient to separately infer concentration of physically and chemically bound clusters. In those cases, the data indicate that the concentration of physically bound clusters is ∼30% of the concentration of those that are chemically bound. Certainly this outcome must be state-dependent, so we would not wish to generalize this result.

A significant limitation in the present study is the use of relatively simple water models that were developed with an emphasis on characterizing the behavior of liquid water. It would be of interest in further work to consider better models for water and attempt to develop results that can be considered true to the behavior of real water. Such models should give some account of multibody contributions to the potential and, perhaps, quantum effects. Polarizable models seem to be an effective computer simulation method for the calculation of equilibrium constants for the formation of physical clusters of molecules: Application to small water clusters. J. Chem. Phys. 1982, 76, 657.
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Figure 5. Chemical association equilibrium constants for consecutive association reactions: □ 410 K, ○ 530 K, ■ 630 K, □ 730 K.

Equilibrium constants for this reaction are presented in Figure 5, for j from 2 to 6 for TIP4P water. The association equilibrium constant increases with decreasing temperature, as would be expected. The most notable feature of the curves is the apparent leveling off, approaching a constant value. Some association-based equations of state employ an equilibrium constant that is independent of j, and this result gives some credence to that choice, at least up to the hexamer. It is certainly possible that the equilibrium constants decrease for larger oligomers.
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In two of the state conditions studied here, data were sufficient to separately infer concentration of physically and chemically bound clusters. In those cases, the data indicate that the concentration of physically bound clusters is ∼30% of the concentration of those that are chemically bound. Certainly this outcome must be state-dependent, so we would not wish to generalize this result.

A significant limitation in the present study is the use of relatively simple water models that were developed with an emphasis on characterizing the behavior of liquid water. It would be of interest in further work to consider better models for water and attempt to develop results that can be considered true to the behavior of real water. Such models should give some account of multibody contributions to the potential and, perhaps, quantum effects. Polarizable models seem to be an effective computer simulation method for the calculation of equilibrium constants for the formation of physical clusters of molecules: Application to small water clusters. J. Chem. Phys. 1982, 76, 657.
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