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A molecular-orbital derived polarizable potential function is developed to model liquid and
supercritical fluid hydrogen fluoride. The model is based on a novel application of a combined
guantum-mechanical and molecular-mechani@M/MM) approach, which treats molecular
polarization by a semiempirical method. Two geometrical models are examined, differing in the
intramolecular bond length for hydrogen fluoride to match values commonly seen in other empirical
models. One QM/MM parameter is fit for each model to reproduce the experimental density at one
liquid-phase state condition. The models are examined at this state and at one supercritical state
condition. Results for the density, radial distribution function, and average molecular dipole moment
are considered in comparison to experiment. Also vapor-liquid coexistence data are evaluated,
including saturation densities, heat of vaporization, and vapor pressure. Both models perform well
in describing the densities, but are no better than other molecular models in characterizing the
vapor-liquid critical point, the heat of vaporization, and the vapor pressure. The QM/MM models are
slightly better than others in describing the radial distribution functions, although it is clear that this
QM polarization model can be further improved. The present study further demonstrates that a
QM-based polarization model is a viable alternative to model polar fluids with strong intermolecular
interactions. ©2003 American Institute of Physic§DOI: 10.1063/1.1607919

I. INTRODUCTION bonding interactions typically lead to significant many-body
polarization effects that complicate the molecular modeling.

The development of intermolecular potentials to math-The difficulty for a molecular model to capture properties
ematically model polar or associating molecules is of signifi-heyond a narrow range of state conditions is closely related

cant interest. .One goall of the_modeling effort is_ Fo predictiy the lack of a proper treatment of many-body polarization
thermodynamic properties at different state conditions basegy,ripytions. Although an increasing number of applications

on the description of molecular interactions in statistical Metave utilized various polarizable models for condensed-

chanical Monte CarldMC) and molecular dynamicéMD) phase systems of polar molecutesthe ability to capture the

simulations. The modeling approach is important for under'unique characteristics of polar speci@sich as water and

standing the molecular origin of thermodynamic propertie . . C
and has become a useful tool for predicting fluid behaviors ;‘rggg:oegﬁeor:tgyfndbathrough these treatments requires signifi

new conditions or at conditions that have no experimenta . .
P In comparison, quantum-mechani¢glM) models have

information. The ability of a molecular model to capture b del dt ¢ molecul larization i
properties ranging from the monomer level to the condense ot been widely %Se 0 represent molecuiar poiarization in
uid simulations>® A complete description of fluid systems

bulk phase is essential to portray the fluid phase behavior, ; ) ) )
accurately. At the bulk level a wide range of fluid properties¥i2 full QM treatment remains practically impossible for
are typically examined, e.g., vapor-liquid equilibriuLE) s_uch_procedures_as MC and MD S|mul_at|0ns. The most rou-
properties, radial distribution function®kDF), volumetric N implementation of a QM model is done through the
properties, and heat effects. Car—Parrinello approaélwhich hinges on the effectivenéss
Strong intermolecular bonding can arise in a molecula©f the plane-wave density-functional thediyFT) to model
system when highly electronegative atoms are in the comthe molecular interactions. Another approach to apply QM-
pany of hydrogen atoms. Water, ammonia, and hydrogeRased models involves fitting of a parameterized potential
fluoride (HF) are examples of molecules where such bondingsurface to the results of two- and three-molecule QM
occurs. Strong intermolecular interactions such as hydrogegalculations’ In a recent study we have examined the suit-
bonding significantly influence the molecular structure, andbility of such models for describing the behavior of 14F.
thus small changes in the intermolecular bonding contribuAn alternative approach is the hybrid quantum-mechanical
tions to the energy can have a disproportionate effect on thend molecular-mechanicéQM/MM) model$'*? that com-
bulk properties. Furthermore, electrostatic and hydrogemine advantages of both computational efficiency of classical
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force fields and the accuracy of quantum-mechanical methrepresented by a Hartree product of the individual molecular
ods. As a result, the molecular-orbital derived polarizationwave functions of the solvent moleculds ,>%12

(MP) model was developed to describe molecular polariza- N

tion for polar liquids>® making use of a novel implementa- d= H g (1)

tion of the QM/MM scheme. As a test of principle, this ap- iz

proach hgs 'been applied to several molecular OSyStem%'his leads to significant reduction in computational cost to a
including liquid water at temperatures of 25 and 100 °C. Tha omputationally manageable level by neglecting the ex-

study showed that the MP model can be parameterized ¢ ange correlation interactions between different solvent

yielt_j qugid properties, including de_nsity and_ heat of Vapor-molecules. However, the exchange correlation terms remain
ization, in excellent agreement with experiments, and the?ncluded in the representation of each solvent molecule, and

performance of this electronic structure-determined polarizat-he wave function for molecule W, , is represented by a
1

tlon_model IS compe}rablg o the best thYe‘?'S.'te emp|r|_c.al POg|ater determinant of doubly occupied orthonormal mo-
tentials. The model's unique characteristic is the ability toj,. o orbitalse; :
i

incorporate many-body effects through electronic structure
methods. Much like the fluctuating charge mote®),*® the Vi=|¢1(1)a(1) $1(2) B(2)* pu(2M) B(2M)).  (2)
wave function of individual molecules in the liquid and gre &, is a linear combination of, atomic basis func-
charge density depend upon the instantaneous state of t Bns x, ,

molecular system. However, the difference is that the charges a

are evaluated from molecular-orbital theory. As in the FQ No
model, the MP model represents molecular polarization by d’i:% CuiXp )
fluctuating charge densitigsvave functiong in contrast to ) . ) N
the traditional atomic point-dipole polarization modéf. and is constrained by the orthonormality conditity :
Another important issue in modeling polar fluids is the Ny,
treatment of intramolecular interactions. The experimental AiJ:E C,iCuj— 6;=0. (4)
y23

bond length of HF is certainly a function of the phase or state

conditions. For example, solid-state calculations of DF esti-The molecular-orbital coefficients,; are evaluated through
mate the bond length to be 0.95 A at 85 K and 0.97 A at 4.2 typical Hartree—Fock iterative procedure using a combined
K.'® Liquid phase calculations have produced estimates ohM/MM effective Hamiltonian(see below®62

0.93 A from pair correlation functions with correctiotfer a A further reduction in computational cost is achieved by
monomer recoil in experimentsesulting in 0.95 A® Fur-  making use of the ideas of combined QM/MM methods.
ther, hexamer gas phase structures indicate the bond leng8pecifically, in determining the individual molecular wave
of HF to be 0.973 A Therefore a difficulty may arise for function, we treat the surrounding solvent molecules by a set
molecular simulation of HF when applying fixed bond of classical point charges derived from their corresponding
lengths, or even variable bond lengths, at different state conyave functions, which, in turn, are influenced and polarized
ditions. A monomer bond length must be chosen in simulapy the interactions with other molecules. Thus an iterative,
tion based on experimental properties, which in turn affectself-consistent procedure is carried out to achieve an overall
the magnitude of the permanent dipole moment. Two comsystem convergence. Ondeis established, the definition of
mon choices for fixed bond length used in molecularthe energy terms of the system can be conveniently formu-
simulatiorf'8 of HF are 0.917 and 0.973 A. Further, models |ated.

have been developed to incorporate variable bond lengths to  To begin the energy formulation, we define the Hamil-

HF allowing for stretching through a Morse potential. tonian of the fluid system as follows:
We consider the ability of QM/MM potential model to N N N
describe the properties of vapor- and liquid-phase HF, apply-  _ oyl N
ing the MP treatment and considering the effect of intramo- H 21 Hit 2 Z‘l iZi Hij. ©

lecular bond length by examining two fixed HF bond length N o ) )

values: 0.973 and 0.917 A. Theoretical background on thig/hereH; is the Hamiltonian for an isolated moleculeand
QM-based polarization model is presented in Sec. II, wherdl;; represents Coulombic interactions between molecules
the representation of the wave function for the electronicandj. By making the assumption that there is no electron
structure of the fluid is summarized and the MP Hamiltoniantransfer between different molecules, the Coulombic interac-
is formulated. Section Il expands on the detailed simulatiortion Hamiltonian,I:Iij can be reduced to a form that is com-
procedures and state conditions. Section IV presents resulpitationally convenient for molecular simulations,

and insights from the study. Concluding remarks are made in oM A
Sec. V. ﬂij(xpj):—a; Va(W)) + 21 Z,()V (V) (6)
II. POTENTIAL MODEL whereA is the total number of atoms in a solvent molecule,

Z,(i) is the nuclear charge of atom, andV,(V)) is the
The implementation of a QM/MM model in molecular electrostatic potential of monomgat either the electronic or
simulation ofN species can be accomplished by making thenuclear positions of molecule Explicitly, the first term is
assumption that the wave function of the fluid systdmjs the interaction of moleculgs electrons and nuclei with mol-
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TABLE |. Parameters used at two different FH bond lengths. Param-  ing the total interaction energy using E@®), but it is con-

etersoj; andg;; are selected to equal those for two prominent potential ; : g o ;
models for HF, JVRRef. 2. and CJBA4Ref. 20, having corresponding H—F venient to define explicitly the pair interaction energy as the

. . . . 12
bond lengthsK represents a Mulliken population scaling factor of charges,average of the two interaction Ham'ltoma?‘%'
which is fit to experimental densities at 300 K and 2 bars.

Eij=2[(Wi[Hij| ¥;)+ (| H; |W))]. (10
JVP MRAM1)  CJ84  MRAMI1) ] )

The use of atomic partial charges to represent the elec-
TR ’2 2'823 g'g;‘q’ 20'9951 3'99;7 trostatic potential in Eq(7) is a rather crude approximation,
Ofg, . . . . . . . .
0:4 A 0.800 0.800 although it can be exactly described if a full multipole ex-
eer, kcallmol 0.21857 0.21857 0.151 0.150 pansion approach is used. For computational convenience,
emn, kcal/mol 0.05 0.05 we found that the truncation at the monopole term is reason-
K 1.475 1.475 able in the study of liquid water, provided that the partial

chargesqs(W;) derived from Mulliken population analysis
are scaled. It turns out that a single scaling parameter is

) ) sufficient to yield reasonable results for simple liquids,
eculei’s electronsand the second term represents the inter-

actions of moleculgs electrons and nuclei with molecuils qa(¥)=KQY, (11
nuclei

If the electrostatic potentiaV/,(\V;) is determined ap-
proximately by a set of point chargeg (V) derived from
the wave function¥';, Eq. (6) reduces to

where K is optimized to fit fluid properties. The atomic
charges are determined specifically from applying the ne-
glect of diatomic differential overlagNDDO) approximation

to give

2M A
» qp(¥)) M
Ajrp=-2 2 ——F . .
I Y Qy=Zp(i)-22 2 cuali)?, (12

S e Zali)ag(w)) -

+> > $+E}’-"W, (77  Where c,; are determined through the solution of the
a=1B=1 Rag : Hartree—Fock equation. In this wayyg(V;) is self-

wherer 4 is the distance between an electron of mole¢ule consistent and is comprehensively definectby.

and moleculej, and R, is the distance between nuclear  Given an initial molecular configuration ard,;, the
centers of atoms of moleculeand moleculg. In Eq.(7), a  @Pove equations are converged to an energy for the
van der Waalgvdw) term E}{™" is added, expressed here in N-molecule fluid system. Typicallg,; is taken from a pre-
terms of the Lennard-JonékJ) potential to represent short- Vious step during the MC or MD simulation. The initial
range exchange repulsion interactions that have been nguess for the orbital coefficients can be taken from the gas

glected in the definition of the wave function of the systemPh@se wave function. Next, atomic partial charggs(\V)
by Eg. (1) and long-range dispersion interactions not in-2'€ calculated fromi’; and incorporated in the formation of

cluded in the Hartree—Fock approximation: the Fock matrix thrqugh the Hamiltonian in E¢p). The
A A » . Hartreg—Fock .equatlons are solved to produce a new set of
EW= S S 4 (C’aﬂ) _(ﬂ) ®) C,i Which are in turn used to calcula}te and test thg conver-
ij et ap Rap Rag | gence of the energy. The procedure is repeated until the total
i . . energy of the system converges.
The parameters,; ande .z in Eq. (8) will be determined
by a fitting procedure with primary interest in experimental
bulk phase propertiedrable ).

The total potential energy of the system is given as thdll- SIMULATION DETAILS
expectation value. For convenience, we define the zero of the
energy by a system of infinitely separated solvent molecules,[h e
Consequently, the total interaction energy of the fluid syster@
is given by

Two parameter setsy;; , €;; andK, were developed for
MP model for hydrogen fluoride, corresponding to two
ey Values, 0.917 and 0.973 A. In Table |, the LJ parameters
are presented with those of the models of Jedlovzsky and
Eor= (D[ D) — N(W°|H:| W), (9) Vallauri .(JVP),Z and Cournoyer and qugensehJSé).zo The
LJ fluorine parametersy;; , &;; , were fixed to be the values
) e ; X described in corresponding JVP/CJ84 models, while the hy-
isolated mol_ecules witl® representing the wave function of drogen parameters are those given in the QM/MM model of
a molecule in the gas phase. _ ~ water’ The semiempirical Austin model (AM1) method is
Because of the partition of the system in combined,seq to describe the molecular wave function for hydrogen
QM/MM treatment in which one molecule is treated explic- f,oride 2! The charge-scaling parametémas adjusted until
itly by quantum mechanics and the rest is approximated by g,e Monte Carlo simulations yield results in good agreement
set of partial Charges, the interaction Hamiltoni&fp is not with experiments on ||qu|d density and energy at 300 K and
identical to I:|]-i , yet, they represent the same interactions2 bars. In regard to the present development it is helpful to
between molecules andj.>®2 This inherent imbalance in understand where the polarization effects appear in the JVP
combined QM/MM calculations is not a problem in calculat- and CJ84 models: JVP includes explicit polarization energies

The second term of the energy is the reference energy of
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(through induced dipole effegtswhile CJ84 applies polar- TABLE II. Calculated densities at chosen state conditions via MC NPT

S o . : _ ) e on
ization in a pairwise-effective wafthrough an exaggerated Simulations. Calculated dipole momeriis) ™" and(uyg) ™, at chosen

. conditions via MC NVT and NPT simulations. THeye)" ' and{ upe)
permanent dipole moment

. . . . values are compared with an experimental gas phase dipole m¢Ret
We assess the MP model in conjunction with the effectsg), ..., of 1.82 D.

of different HF monomer bond lengthszy, through com-
parison with experimental fluid phase properties. Recently, Density NPT(g/cn)

Pfleidereret al?? determined experimentally the structure of Few, A 300 K, 2 bars 473 K, 78 bars
HF at six state points, including two liquid states and four

. " . . 0.917 0.9522 0.0006 0.050% 0.0007
supercritical states. In addition, the experimental dendtties  ;'g75 0.9554 0.0044 0.047Z 0.0005
at the same states allow for a general analysis of the accuracy gxpt. 0.962 0.236
of the MP model. Molecular simulation calculations of den- A .
sity values and RDFs at two of the Pfleidertral. state Fens 300 K. 2 bars<““F> ©® 473 K. 78 bars
conditions(liquid at 300 K and 2 bars, and supercritical fluid 0.917 1.9863 0.0006 1.7898 0.0003
at 473 K and 78 bajsgive a good picture of the strengths 0.973 2.0326:0.0006 1.7898 0.0003
and deficiencies of a molecular interaction model. Density T
calculations of the model were accomplished through a s A ()™ ()

. S ) 300 K, 0.962 glcc 473 K, 0.236 glcc
simulation in the NPT ensemble while the RDFs were mea-  g17 1.9853 0.0006 1.8479 0.0007
sured in the canonicdNVT) ensemble. Additionally, dipole 0.973 2.0316:0.0006 1.8804 0.0004

moments were averaged throughout both NPT and NVF
simulations and compared to each other. For each condition,
216 HF molecules were simulated through 50° configu-
rations. The NVT simulations consisted of On|y data for these two state pOintS. Since the IIqUId at 300 K and
displacement/rotation moves. The NPT simulations addition2 bars was chosen as the calibration point of the MP model,
a”y Consisted of one V0|ume move per 216 disp|acementyhe calculated simulation densities in Table Il reveals the
rotation moves. success of the fifto experiment

Another assessment of the MP model andrigeparam- Inspection of Table | shows an increase in the average
eter is accomplished through comparison with VLE experi-dipole momentg ) at the liquid phase when compared to
mental properties. Saturated densities, saturated vapor pre§e gas phase dipole momemnt,-. In the condensed phase,
sures and heat of vaporizations were calculated througe magnitude of ue) exemplifies the degree of polariza-
Gibbs ensembléGE) molecular simulations. The saturated tion. The optimized bond length for HF using AM1 is 0.826
vapor pressures were evaluated through the methodology & Which is too short compared with experiments. Using
Harismiadiset al?* The calculated saturated densities andeither ar g, value of 0.917 or 0.973 A, which have been used
saturated vapor pressures yielded heats of vaporizatioft other empirical models for hydrogen fluoride, the com-
through direct calculation, puted dipole moment in the gas phase is 0.69 and 0.70 D,
respectively. This is significantly smaller than the experimen-

. 1 1

vap_ vap\ __ liq sa -
e N R e o
Specifics of the GE simulations include a simulation length
of 5x 10 cycles, each of which consists of 216 MC moves,
at each state point, system size of 216 molecules, and aver-
aging block size of 1000 cycles for error analysis.

All interactions were truncated at an F—F separation of 9
A and the only treatment for truncation applied was the stan-
dard Lennard-Jones long-range correction. In particular no
long-range correction to the electrostatic interactiéeg.,
Ewald sum was applied. This choice results in considerable
savings in computation. Previous studies by us and
others?®2® have found that neglect of long-range electrostat-
ics does not greatly affect the phase coexistence and struc-
tural properties for highly orientationally specific hydrogen
bonding systems such as HF and water.

g

| - I | I |
1 2 3 4 5
IV. RESULTS AND DISCUSSION R(A)

Densities and molecular dipole moments measured b¥IG. 1. Combined radial distribution functiaiRDF) calculated from NVT
the simulation are listed in Table II, and RDFs are presentegimulations, 300 K and 2 bars, and compared to experimental data of
in FigS 1 and 2. as calculated for a quuid at 300 K and 2P_flelder_eret a_ll.(Ref. 22. The combination of atomic RDFs calculated from

) R : simulation yields the total RDFg(r), through 0.4966g,+ 0.2104¢
bars, and a supercritical fluid at 473 K and 78 bars. Compus g 293g,,, (Ref. 23. Double broken lines correspond te,, equal to

tational results can be directly compared with experimentab.973 A and single broken lines correspond ¢ equal to 0.917.
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FIG. 3. Vapor—liquid coexistence densitig&?’ andp', as calculated from

FIG. 2. Same as Fig. 1 but at 473 K and 78 b@sgpercritical. Gibbs ensembl€¢GE) simulations(open markensand compared to experi-
ment(solid line) (Ref. 28. Squares show calculation fog, equal to 0.917
A and diamonds show calculations fiog, equal to 0.973 A.

tal value® of 1.82 D, suggesting that the AM1 model has a

very strong covalent character in the molecule HF, which isA ith al ¢ int i del h tudied. th
also reflected by the need to us&avalue of 1.475 to en- /> WIth aimost EVEry interaction model we have studied, the

hance the computed charge separation. The liquid HF at 3Ola)eat of vaporization of both parameter sets shows very poor
K, the computed average dipole moment is @901 D and agreement with experiment. Likewise the critical point is in
2,034;0 01D for the two HF geometries. This represents aboth cases is much smaller than that determined experimen-
significant increase in molecular polarization, with a net in-ta"y'

duced dipole moment of about 1.3 D. At supercritical condi- A_‘” comparisons between simulation and exper_|ment are
tions, the dipole moment and polarization is somewhat re_con5|stent with a vapor phase model that underestimates mo-

duced to a value of about 1.79 D, still a major enhanceme cular association and clustering. This is apparently an in-
over the gas phase valig.1 D). 'Ilhis suggests that HF is trinsic problem of the semiempirical AM1 model, which is
strongly hydrogen bonded in the supercritical states. too strong in coyalent character as indicated by the computed
It is interesting to compare the computed densities in théi'pple moment in the gas phase. Stronger vapor phase plus—
liquid state at 300 K and at the supercritical point, 473 K_terlng would lower the vapor pressure and heat of vaporiza-

The densities of both geometries in Table Il show less tion, which would, in turn, increase the vapor density and
satisfactory agreement to experimental results for the supe?—nhanCe the structural features. The behavior of the two
critical state. Disagreement in density values of many HF
potential modelgwith experimentk at this supercritical con-
dition is not uncommofl. Furthermore, similar statements 450 7
about the change in the simulation dipole moment can be
made in regard to the deviation of the supercritical RDF
from experiment when Fig. 2 is examinétiese were calcu-
lated at the experimental density, so their poor comparison is
not a consequence of the density behavior 350 —

The computed radial distribution function®DF9 in
Fig. 1 show better structural properties for the model of
rey=0.917 A in comparison to the model with gy
=0.973 A. The first peak is more prominent in for the 0.917
model. In both cases, however, the RDFs indicate repulsion 250 —
that is a bit too strong in comparison to experimental behav-
ior.

VLE results are now compared for the two proposed I I | T I !
parameter sets; data are presented in Figs. 3—6. The coexist- 0 20 40 60 80 100x10”
ence densities forg,=0.973 A parameter set shows im- p (g/cc)

provement relative to the shortegy in comparison to ex- G 4 VLE ) densitipl® from GE simulations(
. . 4. vapor coexistence densitip. rom simulationsiopen
periment. Calculated vapor pressures also show the Sar'rqnéarkers) and compared to experime(golid line) (Ref. 28. Squares show

improvements When the two parameter Sets_ are compareghicyjation forr ry equal to 0.917 A and diamonds show calculations fgr
although both consistently exceed the experimental valuegqual to 0.973 A.

400 —

TK)

300 —

200 —
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T 1 1 T T
250 300 350 400 450
T(K)

FIG. 5. Heats of vaporizatioddHY® as calculated from GE simulations
(open markersand compared to experimetgolid line) (Ref. 28. Squares
show calculation for ; equal to 0.917 A and diamonds show calculations
for rey equal to 0.973 A.

Wierzchowski, Kofke, and Gao

propriate. So, it seems that the best modeling approach may
require a variable ; molecular model to describe the HF
molecule.

V. CONCLUSION

An analysis of the MP formulation in conjunction with
two different intramolecular bondlength values for HF was
conducted through the parameterization to a liquid phase
density at 300 K and 2 bars. The description of structural and
fluid phase properties by the model have been considered in
comparison to experiment. The densities, RDFs, and dipole
moments were measured by simulation over two chosen state
conditions, one a liquid state and the other a supercritical
state. Also, the coexistence densities, vapor pressures, and
heat of vaporization were evaluated through Gibbs ensemble
simulations. The scope of the work allows for detailing the
impact of a variation in bond lengths on fluid phase proper-
ties. The simulations forg, equal to 0.973 A shows slight
improvements in the VLE, relative to the behavior of the
shorter-bond model, but is poorer in its structural properties.
Analysis of the average dipole moment shows the impor-
tance of correctly describing the change of polarization ef-
fects with fluid conditions. The present study demonstrates

models differs, but not by a magnitude needed to bring thena¢ there is significant fluid phase polarization effect in both
properties in line with experiment. Better cohesion is re-jjquid and supercritical fluid HF and that this effect can be
quired, perhaps by reducing the van der Waals radius thhogeled by a potential function based on electronic structure
was developed for the CJ84 empirical model and softeningheory. Although the computed thermodynamic and struc-
repulsive interactions. Features are needed to enable thgy) vesults are reasonable for the ambient conditions, sig-
model to adapt properly to changes in density—and polarizasjficant deviation from experimental data at the supercritical
tion is not the only consideration in this direction. The per-giare sill exists. This is attributed to the intrinsic weak polar
formance of the present model may be improved by reparansparacter of the AM1 model for HF. The present model may
eterizing the semiempirical model for the fluorine atom. Theyg further improved by readjusting the semiempirical param-

only evidence of an experimenta, equal to 0.973 A is

eters for the fluorine atom, and by consistent optimizations

given through neutron-scattering experiments focusing parss hoth the Lennard-Jones parameters and the charge scaling

ticularly on the gas phase hexamer ring structdrajile
other experiment§?2?“indicate shorter bond lengths are ap-

T I | T —
3.0 3.5 40 45 5.0x10°
T K™

FIG. 6. Vapor pressure®*®as calculated from GE simulatiofspen mark-

erg through Harismiadiset al. methodology(Ref. 24 and compared to
experiment(solid line) (Ref. 28. Squares show calculation fogy equal to

0.917 A and diamonds show calculations fqf, equal to 0.973 A.

constant.
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